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a  b  s  t  r  a  c  t

Complex,  high  performance,  engineering  systems  have  to be closely  monitored  and  controlled  to ensure
safe  operation  and protect  public  from  potential  hazards.  One  of the  main  challenges  in  designing  moni-
toring  and control  algorithms  for these  systems  is  that  sensors  and  actuators  may  be  malfunctioning  due
to  malicious  or natural  causes.  To  address  this  challenge,  this  paper  addresses  a resilient  monitoring  and
control  (ReMAC)  system  by expanding  previously  developed  resilient  condition  assessment  monitoring
systems  and  Kalman  filter-based  diagnostic  methods  and  integrating  them  with  a supervisory  controller
developed  here.  While  the  monitoring  and  diagnostic  algorithms  assess  plant  cyber  and  physical  health
conditions,  the  supervisory  controller  selects,  from  a  set  of candidates,  the  best  controller  based  on  the
current  plant  health  assessments.  To  experimentally  demonstrate  its enhanced  performance,  the  devel-
oped ReMAC  system  is then  used  for  monitoring  and  control  of  a chemical  reactor  with  a  water  cooling
system  in  a hardware-in-the-loop  setting,  where  the  reactor  is computer  simulated  and  the  water  cool-
daptive supervisory controls
ault detection
dentification
ccommodation

ing system  is  implemented  by a machine  condition  monitoring  testbed  at Idaho  National  Laboratory.
Results  show  that  the  ReMAC  system  is  able  to make  correct  plant  health  assessments  despite  sensor
malfunctioning  due  to  cyber attacks  and  make  decisions  that  achieve  best  control  actions  despite  pos-
sible  actuator  malfunctioning.  Monitoring  challenges  caused  by  mismatches  between  assumed  system
component  models  and  actual  measurements  are  also identified  for  future  work.

Published  by  Elsevier  Ltd.
. Introduction

.1. Motivation

Complex high performance systems, such as chemical produc-
ion plants, refineries, and power generation and transportation
ystems have to be closely monitored and controlled to ensure safe
peration and protect the public from potential hazards. One of the
ain challenges in designing monitoring and control algorithms for

hese systems is that sensors and actuators may  be malfunctioning
ue to natural or malicious causes. For example, if the monitoring
ystem is connected to the some information network, false data
ay be injected to sensor measurements via cyber attacks. Like-
ise, valves regulating fluid flows in a cooling system may  be stuck
ue to accumulation of deposits, corrosion, or other forms of wear-
nd-tear. This paper aims to develop a resilient monitoring and

ontrol (ReMAC) system, whose performance degrades gracefully
nder natural or malicious malfunctioning of sensors and actuators.

n particular, we expand previously developed resilient condition

∗ Corresponding author. Tel.: +1 2085267769; fax: +1 2085263150.
1 W.-C. Lin has moved to General Motors Company.

ttp://dx.doi.org/10.1016/j.jprocont.2014.03.006
959-1524/Published by Elsevier Ltd.
assessment monitoring systems [1] and Kalman filter-based diag-
nosis algorithms [2] and integrate them with a supervisory control
mechanism developed here. While the monitoring and diagnos-
tic algorithms assess plant (cyber and physical) health conditions,
the supervisory controller selects, from a set of candidates, the
best controller based on these health assessments. The developed
ReMAC system is then experimentally demonstrated on a chemi-
cal reactor with a water cooling system in a hardware-in-the-loop
(HiL) setting, where the reactor is computer simulated and the
water cooling system is implemented by a machine condition mon-
itoring (MCM)  testbed at Idaho National Laboratory (INL).

1.2. Review of related work

Research on resilient systems is a relatively new subject and
recent work on resilient systems can be found in [3–14,1,15–19,2].
In particular, [3] provides collections of papers that treat resilience
engineering as a paradigm for safety management that focuses

on “how to help people cope with complexity under pressure to
achieve success.” These papers explore different facets of resilience
as “the ability to anticipate and adapt to the potential for surprise
and failure.” Based on these work, [5] further identifies four

dx.doi.org/10.1016/j.jprocont.2014.03.006
http://www.sciencedirect.com/science/journal/09591524
http://www.elsevier.com/locate/jprocont
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jprocont.2014.03.006&domain=pdf
dx.doi.org/10.1016/j.jprocont.2014.03.006
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ornerstones of resilience as knowing “what to do,” “what to look
or,” “what to expect,” and “what has happened.”

Relations between resilience and robustness have been inves-
igated. For example, [6] addresses different fire-prone ecological
ystems and suggests that robustness tradeoffs in these sys-
ems demonstrate resilience. In [7], resilient control systems that
mphasize control design in an adversarial and uncertain cyber
nvironment (as opposed to physical disturbances) are developed.
his control design is viewed as pivoting on the tradeoff between
obustness and resilience. Optimality criteria are proposed for
radeoff between robustness and resilience in modern industrial
ontrol systems.

Further developments of resilient systems with uncertain cyber
nvironments can be found in [8,9]. Specifically, [8] provides a
onceptual framework and brief overview of the architectural con-
iderations for designing systems that operate in hostile cyber
nvironment with uncertainties in complex networks and human
nteractions. The work in [9] develops an intelligent resilient con-
rol algorithm for a wireless networked control system based
n quantification of the concept of resiliency in terms of qual-
ty of control. Here, resiliency maintains normal operations in
he face of wireless interference incidents. Ref. [10] further uses
he quality of control for designing resilient control strategies for

odel-based building control, improving building automation sys-
ems.

Resilient systems have also been considered regarding security
ssues in, for example, [11,12]. While [11] describes experiences
nd success in cyber security programs leading to more robust,
ecure, and resilient monitoring and control systems in indus-
rial assets, [12] discusses security-related definitions for resilience,
hich includes integrity and confidentiality in addition to availabil-

ty.
Developments of resilient systems for computer systems and

or monitoring critical infrastructures can be found, for instance, in
13,14]. In particular, in [13], metadata-based resilience policies are
nforced to design computing systems that can dynamically adapt
n a predictable way to unexpected events. In [14], basic paradigms
re proposed for integration of diverse fault detection and identi-
cation methods and control methods for achieving resilience in
ritical infrastructures.

This work builds on the resilient monitoring systems developed
n [4,1,15–19] and Kalman filter-based diagnosis methods in [2]. In
4,1], it is assumed that a set of sensors observing process variables
re deployed throughout a monitored plant, which is subject to
rocess disturbances (e.g., unplanned, random process anomalies
nd deliberate, non-random physical attacks). Likewise, the sensors
re subject to disturbances (e.g., unplanned, random sensor faults
nd failures and cyber-attacks), which cause them to project false
ata/observations. Although [4] and [1] developed similar mon-

toring architectures, the design approaches for the components
re different. In particular, the monitoring system designed in [1]
ims at selecting sensors to make plant health assessments within
esired time periods despite cyber attacks, while that in [4] focuses
n selecting sensor configurations to maximize plant health assess-
ent confidence. Moreover, some advantages are also afforded

y the approach considered in [1], such as faster computations
f the monitored plant assessments. Following this line of work,
15] developed an active probing method for sensor data qual-
ty assessment. Integration of the active probing method into the
esilient monitoring structure is documented in [16], while [17,18]
onsider application of the developed monitoring system to sim-
lified power plants consisting of a boiler and a turbine. Reference

19], extending the work in [1], developed game-theoretic formu-
ations for resilient monitoring systems that improve monitoring
erformance when natural or malicious sensor malfunctioning is

ncorrectly characterized.
 Control 24 (2014) 621–639

The Kalman-filter based fault detection identification (FDI)
method as applied here was  first presented in [2]. In essence, this
method is based on the key observation that the expected values
of one-step ahead prediction residuals obtained by means of the
Kalman filter are unique for fault type (e.g., bias, drift), fault loca-
tion (affected actuator, process or sensor), and magnitude (e.g., bias
magnitude). To obtain high sensitivity and specificity, the method
requires that a reliable model is available. Alternative diagnos-
tic methods are available when this is a challenging requirement,
either based on data mining tools (e.g., [20] or on course-grained
system and/or data representations (e.g., [21,22]).

This paper integrates the work in [1,2] with a supervisory control
algorithm for developing a resilient monitoring and control algo-
rithm. Note that, while the work in [1] aims at assessing the overall
monitored plant conditions, the algorithms in [2] determine the
health of monitored plant components. Hence, in the following, we
will refer to methods in [1,2] as systems- and component-centric,
respectively.

1.3. Main contributions and organization of paper

The main contributions of this paper include the following.

• Development of a resilient monitoring and control (ReMAC)
system that combines previously developed systems- and
component-centric monitoring algorithms [1,2] with supervisory
control methods.

• Application of the developed ReMAC system to a chemical reac-
tor with a water cooling system in an HiL setting, where the
reactor is computer simulated and the water cooling system is
implemented by an MCM  testbed at INL.

As this paper is on experimental verification of the developed
algorithms, we  focus more on describing the background knowl-
edge, experimental setups, scenarios considered, and simulation
results. Whenever appropriate, references are given for readers
who wish to read the theory and analysis in more detail. The rest
of this paper is organized as follows. Section 2 introduces the over-
all architecture of the developed ReMAC system, while Section 3
describes the algorithms implementing constituent components of
it. The monitored plant considered is detailed in Section 4. Imple-
mentation of the ReMAC system for the monitored plant considered
and simulation results are given in Sections 5 and 6, respectively.
Finally, Section 7 concludes the paper and describes future work.

2. Monitoring architecture

This section describes the architecture of the developed resilient
monitoring and control (ReMAC) system, shown in Fig. 1.

In particular, we consider a monitored plant, which is subject
to physical disturbances (e.g., process anomalies). A set of sensors
are deployed to observe the plant process variables, while a set of
regulatory controllers regulate the plant via actuators. The sensors
and actuators are subject to natural or malicious disturbances, such
as cyber attacks (e.g., injecting false data to the sensors) or physical
disturbances (e.g., decreased efficiency due to aging in a pump). In
view of sensor disturbances, a scalar, referred to as the data qual-
ity (DQ), is dynamically assigned to quantify the trustworthiness
of its reported measurement. While recent work has developed
active methodologies for assigning sensor DQs [15–17], this paper
does not address this particular element. Instead, the monitoring

systems considered in this work assume that sensor DQs are com-
puted by a watch dog system, which assign sensor data qualities
based on, e.g., cyber attack assessments, sensor data traffic, or state
estimation comparisons. The sensor signals are used in a Kalman
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Fig. 1. Archi

lter-based (component-centric) diagnosis algorithm to assess the
ealth of the monitored plant components (including the actua-
ors). This diagnosis algorithm consists of a set of three modules: (1)
ault accommodation; (2) fault detection and identification (FDI);
nd (3) a Kalman filter, which requires, in addition to sensor signals,
ontrol signals in the regulatory controllers. Likewise, the systems-
entric resilient condition assessment monitoring (ReCAM) system
ses sensor signals along with their DQs and diagnosis results from
alman filter-based methods to assess the overall plant health. In
ddition, the ReCAM system dynamically selects sensor configu-
ations to improve its monitoring results. The sensor selections
rovide features such as avoiding using sensors with low data qual-

ties and, hence, improving monitoring performance. The systems
nd component-centric assessments are in turn used by a supervi-
ory controller to select the best controllers from a set of candidate
egulatory controllers, which utilize state estimate results from the
alman filter. The controller selection provide the ability to apply
ppropriate actions given assessed plant conditions (e.g., maxi-
ize cooling water flow rate to avoid system overheating) or avoid

sing controllers that use actuators that are assessed to be faulty. In
he following sections, we give a brief overview of the main com-
onents in this architecture and describe them in more detail in
ection 3.

.1. Kalman filter-based (component-centric) diagnosis methods

The Kalman filter-based (component-centric) diagnosis meth-
ds consist of a Kalman filter, an FDI module, and a fault
ccommodation module. The Kalman filter is used to

1) deliver state estimates to the regulatory controllers which are
part of the feedback section, and

2) deliver prediction errors to the FDI module.

he FDI module is used to detect and identify faults and failures in
ystem components. The fault accommodation module is used to
orrect faulty state estimates and data. This is necessary to enable
etection and identification of multiple faults in series.

The Kalman filter-based diagnosis methods are used for iden-

ifying failures of particular components with the advantage that
hey react faster but prone to mistakes if sensor data are inaccurate.
ence, in the event of confirmed incorrect diagnostics after inspec-

ion, reset is implemented to re-start the diagnostic calculations.
e of ReMAC.

2.2. ReCAM (systems-centric) methods

The ReCAM system considered is modified from that devel-
oped in [1], which include three functional layers: process variable
assessment, physical health assessment, and sensor adaptation. A
ReCAM system consumes two  elements, namely, sensor and DQ
data, and produces two  elements, namely, physical health assess-
ment and sensor configuration data. Thus, observations from a
selected set of sensors along with their corresponding DQs are used
in the process variable assessment layer to estimate process vari-
able values, which are in turn used in the plant assessment layer to
assess the plant health conditions. The sensor adaptation layer then
dynamically selects the set of sensors for subsequent observations
so as to improve the monitoring performance.

ReCAM system methods are used for assessing overall health
of the monitored plant with the characteristic of being resilient to
sensor failures but typically takes a long time to make definite plant
assessments.

2.3. Supervisory control

Controllers are used in the monitored plant for regulating var-
ious processes. Considering possible physical anomalies in the
monitored plant, a set of candidate controllers are designed, each
using a different set of actuators and may  have different control
objectives. Based on the assesses condition of the monitored system
from ReMAC system and Kalman filter-based methods, a supervi-
sory controller selects the best controller from this set considering
the health of the actuators and the overall plant. For example, if
a certain actuator is determined to be malfunctioning, the super-
visory controller will then select a controller that does not use
this actuator. Likewise, if the monitored plant is assessed to be
overheating, a controller that introduces maximum water flow to
cool the system will be selected. In this work, an automaton is
used to design the supervisory controller. Fig. 2 illustrates such an
automaton, where each state corresponds to a particular regulatory
considered.

State transitions occur when assessments, such as malfunction-
ing of an actuator, is made. For example, during initial operations,
where the monitored system is normal, the automaton is in state 0,

selecting a controller that suffices in normal operating conditions.
However, when an assessment is made that a certain part of the
plant is overheating, a state transition is made so that a controller
that introduces maximum cooling (e.g., maximum cooling water
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Fig. 2. Concept of supervisory controller.

ow) is used. Although Fig. 2 shows a relatively simple automaton,
ore complex automata, including directed cycles, are permitted.

. ReMAC system components

In this section, algorithms implementing components of the
eMAC system architecture in Section 2 are developed. In partic-
lar, the Kalman filter-based (component-centric) diagnosis and
eCAM (systems-centric) methods are described. As the candidate
egulatory and supervisory controllers are strongly tied to the mon-
tored plant considered, detailed description of them are given in
ection 4.3 after description of the monitored plant.

.1. Kalman filter-based (component-centric) diagnosis methods

Fig. 3 gives an overview of modules (i.e., fault accommodation,
alman filter, FDI) implementing the Kalman filter-based diagnosis
ethod and their coupling to neighboring modules.
Raw data from the sensors and the regulatory controllers (cur-

ent control actions are routed to fault accommodation, where the
ata is corrected for the current set of identified faults (e.g. bias/drift

n sensor, stuck valve). The corrected data enters the Kalman filter
odule which delivers (1) state estimates, to be sent to the regula-

ory controllers, and (2) prediction residuals, which are sent to the
DI module. This FDI module delivers to fault accommodation the
dentified faults and corrections (location, type and magnitude of
ault) based on prediction residuals and corrected data (for previ-
usly identified faults). The resulting accumulated set of fault data
re sent to the supervisory controller. The likelihood for each com-
ination of location and type of fault is sent to the ReCAM system.
.1.1. Fault accommodation
The considered faults fall in two classes. The first one consists

f additive faults such as bias and drift of either actuators (e.g.,
alves) or sensors (e.g., valve position measurements). The second

Fig. 3. Kalman-based (component centric) modules.
 Control 24 (2014) 621–639

consists of non-additive faults. In this work, this is limited to stuck
(non-responsive) valves. Fault accommodation for additive faults
consists of subtracting identified bias or accumulated drift from the
actuator and sensor signals. In the case of a stuck valve, one modifies
the actuator signal so that it matches the position at which the valve
is estimated to be. In both cases, the required information (bias/drift
parameter or stuck valve position) is delivered by the Kalman filter
driven FDI scheme as discussed below.

3.1.2. Kalman filter
Kalman filtering is usually applied for a fixed-step discrete time

state-space model:

x(k) = Ax(k − 1) + Bu(k − 1) + Fv(k) (3.1)

y(k) = Cx(k) + Du(k) + Gw(k), (3.2)

where v(k) and w(k) are independently and identically distributed
(i.i.d.) zero-mean white noise vectors. In this case, optimal state
estimates, xs, are obtained through prediction and updating steps:

xp(k) = Axs(k − 1) + Bu(k − 1) (predict) (3.3)

xs(k) = xs(k) − Ky(k) (update).  (3.4)

As long as the matrices A, B, C, D, F and G remain the same
(time-invariant), the Kalman gain will converge exponentially fast
to a steady-state form. Quite often, this facilitates implementation
as one can compute this steady-state Kalman gain a priori and
use it instead of the continuously updated Kalman gain matrix,
thereby avoiding online execution of matrix inversions to update
this matrix. Note that the Kalman filter is a well-known mathe-
matical device for on-line state estimation, sometimes referred to
as soft-sensing [23]. It is optimal for linear time-invariant systems
in the maximum likelihood sense, which explains part of its popu-
larity. When the underlying assumptions are not met, the Kalman
filter corresponds to the best linear unbiased estimator for the
process states. Fast-computing alternatives designed for use with
nonlinear systems include the extended Kalman filter (EKF) [23]
and the unscented Kalman filter (UKF) [24]. A crucial requirement
is the availability of a reasonably reliable model.

3.1.3. Fault detection and identification (FDI)
The fault detection and identification module consists of three

tools described in the next paragraphs.
(1) Kalman filter: This module is driven by residuals produced

by the Kalman filter. These residuals consists of the difference
between measurement predictions and actual measurements. Such
residuals are known to exhibit predictable profiles under given fault
scenarios, i.e. when fault type (bias, drift), fault location (which
actuator, sensor) and time of fault introduction are known. This fea-
ture is exploited in several publications to suggest the most likely
fault scenario. The method of [2], which adds drift as an additive
fault as well as non-additive faults, such as sticky behavior and
non-responsiveness (stuck), to the library of faults, is used in this
work.

(2) Principal component analysis (PCA):  PCA [25] is based on
the following linear model:

X = T · P ′ + E, (3.5)

where the original data, X, is approximated by the principal com-
ponents, P, and corresponding scores, T. The term E is the set of
residuals. The PCA model is usually estimated in the least-squares
(LS) sense. This corresponds to maximum likelihood (ML) estima-

tion in particular instances of this problem. This can be achieved
through singular value decomposition (SVD). This classic approach
requires that the data (X-matrix) is complete. If some data is
missing, PCA needs to be estimated differently. This can still be
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one in the LS/ML sense, though another algorithm is required.
ost promising is the EM (expectation–maximization) algorithm

26,27]. With this algorithm, one alternates between a step which
stimates the scores (T, expectation) and a step which estimates
he components (P, maximization). The EM algorithm is proven to
onverge to the global optimum and will be used for PCA estimation
ith missing data. Once established, the PCA model components,

, are fixed. Thus, for on-line application only the scores, T, are
equired. Subject to missing data, it may  or may  not be possible to
ompute these scores. This is possible if (Px′ · Px)  is non-empty and
ull rank, with Px being the rows of the component matrix corre-
ponding to the measured data [28]. This condition can be evaluated
n-line. If the scores can be computed, then the PCA tool works as
ormal.

(3) Trend analysis: The applied trend analysis method is based
n the fitting of piece-wise polynomials based on an interval-
alving method [29]. The method has been implemented for
nivariate time series with observations at fixed intervals. How-
ver, the method poses no mathematical challenges to handle data
t changing intervals. Changes in the implementation are largely of
ractical nature. In particular, the interval-halving based method
hould be presented with the time stamps of the given observa-
ions rather than assuming fixed, preset time intervals. The above

ethod was selected for its relative simplicity. Alternative algo-
ithms are available or under development (e.g., [2,22]).

Of the above tools, the first and third are expected to work con-

inuously. More precisely, both of these tools require a window of
ata which will be set to a large enough value so that it can be guar-
nteed that sufficient measurements for these tools are present. The
econd tool works only conditionally, because of the invertibility

Fig. 4. Mathematical structu
 Control 24 (2014) 621–639 625

requirement, which cannot necessarily be satisfied by extending
the time window.

The supervisory control requires however that a particular fault
condition is selected as the most probable one. This is done as soon
as the ratio of the largest likelihood to the second largest likelihood
is larger than a user specified number (e.g., 5). For fault accom-
modation, the parameters identified by means of the Kalman filter
module are used. This selection was  made based on experimental
evidence showing that the estimates by other modules are not as
reliable.

3.2. ReCAM (systems-centric) methods

We first give an overview of the ReCAM system, with Sec-
tions 3.2.1–3.2.4 providing more explanations. Fig. 4 illustrates the
developed ReCAM structure, which consists of three layers: pro-
cess variable assessment, plant or physical health assessment, and
sensor adaptation.

In this structure, sensors constituting a sensor network are
deployed throughout a monitored plant, which may  be subject to
physical process disturbances. Likewise, sensors may  also be sub-
ject to disturbances, such as cyber-attacks, and trustworthiness of
their data are quantified by sensor DQs. Operation of these three
layers are briefly described next.

In the process variable assessment layer, observation data and
associated DQs for a selected sensor configuration are used to

calculate process variable (PV) probability distributions. While
several other rules (such as the cautious rule of combination in
[30]) may  be considered, these calculations are combined based
on Dempster–Shafer rule [31] if more than one sensor is active in

re of ReCAM system.
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bserving a particular process variable. To prevent abrupt changes
o PV estimations, calculated PV probability distributions are then
ed as inputs to a smoothing process to estimate PV probability
istributions. The estimated PV probability distributions are then
sed as evidence in the plant or physical health assessment layer
o assess the condition of the plant by calculating probability dis-
ribution of the plant state. Since the plant is subject to process
isturbances and, hence, process variables are influenced by the
tate of the plant probabilistically, these calculations are based
n probabilistic reasoning methods. In particular, Bayesian belief
etworks (BBN) are used in this work. The BBN is used repeatedly,
ith prior probabilities set as the updated plant assessments from

he previous time instant. The entropy (indicating the confidence)
f the plant assessment probability distribution is subsequently cal-
ulated. This entropy is similar to the notion of information entropy
n communication systems [32]. If this plant assessment entropy
s lower than a user defined threshold (indicating required confi-
ence on plant assessments), a definite decision on the plant status

s made and reported to the plant operator based on the computed
lant assessment probability distribution; then the plant assess-
ent process repeats (with prior probabilities of roots in the BBN

et to complete ignorance, i.e., uniform distributions). If the plant
ssessment entropy is not lower than the specified threshold, a
redicted decision period, which is an estimated time between the

ast and next definite decision of the plant status, is computed.
ased on the difference between the predicted and desired deci-
ion periods, penalties are accordingly generated for the rational
ontrollers to select sensor configurations for subsequent compu-
ation in the process variable assessment layer. We  refer the reader
o [1] for a complete description of this ReCAM system.

.2.1. Monitored plant and sensors
In this section, models of the monitored plant and sensor mea-

urements of PVs are introduced. Specifically, let Vi, i = 1, 2, . . .,
,  denote random variables of M process variables. These random

ariables are assumed to take on discrete values, e.g., low, normal,
r high. Likewise, let G denote a random variable describing plant
tate, which also take on discrete values, e.g., normal, degrading,
r down. The monitored plant is modeled as a set of conditional
robabilities:

[P(Vi|G)] for i ∈ I1 ⊆ {1, 2, . . .,  M},
[P(Vi|Vj, G)] for i ∈ I2 ⊆ {1, 2, . . .,  M},
[P(Vi|Vj)] for some pairs i, j ∈ {1, 2, . . .,  M}.

(3.6)

o model cyber attacks, a bias is accordingly added to the sensor
easurement ym based on the assumed severity/threat level of a

iven attack as follows:

r =
{

ym if sensor is not attacked

ym + b if sensor is attacked,
(3.7)

here yr is the reported sensor observation, ym is the sensor mea-
urement, and b is the bias added by the cyber attack. This type of
ttack, commonly referred to in the literature as integrity attacks,
s similar to the additive attacks described in [33]. Notice also that,

ithout loss of generality, we only consider integrity attacks (i.e.,
ensor measurements are maliciously changed as in (3.7)) in this
aper. Sensor outputs are then computed by discretizing measured
rocess values into discrete quantities such as low, normal, and
igh. A DQ model is used to characterize the effect of attacks on the
uality of sensor measurements.
.2.2. Process variable assessment layer
Consider a given PV, V, observed by a set of sensors Si, i = 1, 2,

 . . with associated DQs, denoted by DQi. The goal in this layer is to
 Control 24 (2014) 621–639

estimate the probability mass function (PMF) of V given the sensor
measurements and DQs at measurement times k = 1, 2, . . ..  Suppose,
at time k, the DQ of sensor Si is DQi and that Si observes � ∈ �, where
� is the set of states of V (e.g., low (L), normal (N), or high (H)).
The notion of believability of a sensor is employed to interpret this
observation in the form of PMF  for V [4]. Formally, believability is
defined as follows:

Bi = 1
|�| [(|�|  − 1)DQ i + 1] , (3.8)

where |�|  denotes the cardinality of the process variable state
space, � (i.e., |�| denotes the number of states in �). Based on
Bi, we calculate a target PMF∗

i as input to the smoothing process
mentioned below, where PMF∗

i (�) denotes the probability of V = �.
In particular, based on the observation s of Si, PMF∗

i is given by:

PMF∗
i (ı) = P{V = ı|s = �} =

⎧⎨
⎩

Bi if ı = �,

1 − Bi

|�| − 1
if ı /= �.

(3.9)

Note that the calculation of PMF∗
i above results from only one

measurement reported by Si. If there are multiple (active) sensors
observing V, the Dempster–Shafer combination rule [31] is used
to combine the target PMFs calculated for each sensor (see [1] for
detailed mathematical equations). To prevent abrupt changes in
the estimations of V, the combined target PMF is used as an input
to a smoothing process, whose output is the estimated PMF  of V,
denoted by P̂(V). An example of the smoothing process is a first
order filter as follows:

�
d

dt
PMF(t) = PMF∗(k) − PMF(t), (3.10)

where

• PMF*(k) is the (combined) target PMF  calculated at measurement
time k;

• at time instant k, dynamics are simulated with target PMF*(k)
from tk−1 to tk = tk−1 + �t,  where t0 = 0;

• �t  and � are tuning parameters;
• PMF(tk) is P̂(V) at time k;

Moreover, if there is not any sensor active for V at k − 1, i.e.,
PMF(tk−1) does not exist, we set PMF(tk−1) as the PMF  of V calculated
based on the plant PMF  assessments at time k − 1 (to be described
in Section 3.2.3) and the plant model (3.6).

3.2.3. Plant assessment layer
The plant assessment layer assesses the plant conditions based

on the estimated process variable PMFs calculated at each time k.
While numerous probabilistic reasoning methods may  be used for
this purpose, the plant assessment module utilizes a BBN in the
present work as an example, where estimated PMFs, as opposed
to deterministic observations, are entered using a modification of
the iterative proportional fitting procedure (IPFP) documented in
[34]. The plant assessment algorithm is repeatedly applied as P̂(Vi),
i = 1, 2, . . .,  M are calculated from sensor measurements sequen-
tially collected at time k = 1, 2, . . ..  When using the plant assessment
algorithm to compute the a posteriori belief of plant state P̂(G), the
initial (a priori) belief of plant state is the result from the plant
assessment computed at previous time step. That is, if the current
time index is k, the a priori belief for the plant assessment algo-
rithm is P̂(G) calculated at time k − 1. When P̂(Vi), i = 1, 2, . . .,  M at
time k are consistent with P̂(G) calculated at time k − 1, the entropy

of the plant assessment, defined as:

HA =
∑
�∈�G

− P̂(G = �)log|�G |P̂(G = �), (3.11)
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Fig. 5. Monitored plant considered.
W.-C. Lin et al. / Journal of P

ecreases from its previous value calculated at k − 1. Once the
ntropy of plant health assessments decreases below a (user-
efined) decision threshold, a definite decision is made about the
lant state (e.g., whether the plant is normal, degrading, or down).
his belief, along with the current plant assessment PMF, P̂(G), are
eported to the plant operator. The belief of plant state is then reset
o complete ignorance for the subsequent assessment, and the plant
ssessment procedure repeats. Resetting here means resetting the
oots of the BBN. The notion of decision period is of importance. It is
efined as the time window that starts at the moment of resetting
he belief of plant state to complete ignorance and ends when a
ecision on plant state is made. Decision period is the time needed
o make a definite decision regarding the state of the monitored
lant.

Because conditional probability tables (CPTs) of BBNs are trained
ssuming perfect DQs, they need to be accordingly modified consid-
ring the estimated DQs. Due to space limitations, we  refer to [1]
or a detailed description of the CPT modification.

.2.4. Sensor adaptation algorithm
The goal of the sensor adaptation layer is to meet a certain (user-

efined) decision period. Consequently, it is not to find an optimal
ensor configuration (SC) per se, but rather to control selections of
Cs so that the entropy of plant assessments decreases as needed
o meet the decision period requirement. Note then that under the
roposed recursive strategy, there is no need for plant operating
onditions and sensor DQs to stay the same, but they can change.
ensor adaptation is based on theory of rational behavior (TRB) [35],
ith each sensor being equipped with a rational controller (RC) to

elect its operation mode. RCs are designed to achieve monitoring
bjectives based on penalties received.

RCs designed here are based on the ring element [35], with state
pace [0, 1). When the ring element is in [0, 0.5), the sensor asso-
iated with it is inactive, thus reporting no data. Similarly, when
he ring element is in [0.5, 1), the sensor associated with it is active
hus reporting its measurement. The dynamics of the ring element
s described as follows:

˙ = ϕN({x}) (3.12)

here {x} takes the fractional part of x, ϕ(x) is the penalty associated
ith x, and N is a positive number referred to as the measure of

ationality. The dynamics in (3.12) is approximated as

(k + 1) = x(k) + �tϕN({x(k)}) (3.13)

here k denoted the index of the measurement step and �t  = 0.001
n this work.

Ring elements are penalized so that the desired decision period
s achieved within some tolerance. To this end, the expected deci-
ion period is estimated based on the time elapsed since last
ecision and the current rate of assessment entropy change. Due
o space limitations, we refer to [1] for a detailed description of the
enalty functions.

.3. Integration of systems and component-centric methods

In this section, we discuss modifications of the methods
escribed in Sections 3.1 and 3.2 for integration into a ReMAC sys-
em. There are two main considerations. The first consideration
s that diagnosis results made by Kalman filter-based (compo-
ent centric) diagnosis methods are used in the ReCAM system

or assessing the overall plant health. The ReCAM system is hence
lightly modified to take diagnosed component health as a input.

lthough the algorithms developed here are not restricted to a sin-
le fault, we first consider the case that the Kalman filter-based
ethod is designed to assess the health of one component and

hat possible states of the component is “normal,” “degrading,” and
“down.” Then the input to the ReCAM system is the assessed prob-
ability of each of these states calculated by the Kalman filter-based
methods. To accommodate for this, the process variable assessment
and plant assessment layers are modified. First consider the process
variable assessment layer. Whenever the input from Kalman filter-
based calculations becomes available, say at time k, we  consider
an additional process variable, Vadditional, with probability distribu-
tion estimate, P̂(Vadditional), calculated by (3.10) using the input as
PMF*(k). In the plant assessment layer, the BBN considered for the
ReCAM system will have one additional node, indicating the calcu-
lated health of the considered component. This node is similar to
other nodes with a CPT characterizing casual relations with its par-
ents and is also modified considering the DQ of the sensor that was
used to calculate the health of the component. Similar to the other
process variables, P̂(Vadditional), is then entered as evidence for the
additional node. Extension to more than one component healths
input is obvious (for each additional component, we  consider one
additional process variable and add one node to the BBN).

The second consideration is that the ReCAM system changes
the sensor configuration dynamically. However, the Kalman filter-
based diagnosis methods were developed assuming fixed sensor
configurations. Hence, these methods have to be modified to
accommodate for dynamically changing sensor configurations. In
particular, the observation Eq. (3.2) changes at every time instant.
This means that the Kalman gain also needs to be recomputed at
each time instant. Furthermore, this may  mean, under extreme
circumstances, that the residual profiles associated with different
fault scenarios may  not be substantially different anymore (e.g.
because a key symptom appears in a sensor who  is infrequently
sampled). In such cases, particular attention should be given to
the idea that several alternative fault conditions can explain the
available information, which in this case is available in the form of
prediction residuals.

4. Monitored plant considered

To obtain a realistic, real-life validation of the developed ReMAC
system, a plant consisting of both physical and simulated elements
was considered within an HiL experimental setting. In what fol-
lows, an overview of the monitored system is given first. Then,
its constituting components as well as deployed sensor and actua-

tors are described in detail. Finally, the regulatory and supervisory
controllers are also described.
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.1. Overview of monitored plant

Fig. 5 shows a schematic overview of the considered monitored
lant. The goal of the plant is to provide proper cooling to a chemical
eactor plant.

Three subsystems are indicated in Fig. 5. The first subsystem
left) is the cold water supply subsystem, which consists of a cold
ater source (condenser) and a pump. The second subsystem (mid-
le) is called the valve subsystem, which includes two valves, a
utterfly valve (BFV) and a glove valve (GV). Finally, the third sub-
ystem (right) is called the Reactor Subsystem, which consists of an
xothermic reactor with a heat exchanging coil and a hot water sink
heat exchanger). The hot cooling water is sent back from the heat
xchanger to the condenser to provide cold water. Also indicated
n the figure are seven locations Li, i = 1, 2, . . .,  7, indicating places

here sensors and actuators are installed. The labels, Ai,  i = 1, 2, 3,
, indicate four actuator signals, which, along with the sensors, are
urther specified in Section 4.1.4.

.1.1. Cold water supply subsystem

The cold water supply subsystem consists of a cold water source

condenser), a pump, and connecting tubing. This part of the system
s realized through the MCM  test bed at INL. Fig. 6 shows a scheme
f the INL MCM  test bed.
L MCM  testbed.

The water reservoir (TANK) of the INL MCM  test bed functions as
the cold water source (condenser), while the pump (PUMP 4) is the
pump for this cold water supply subsystem. The functionality of this
subsystem is to provide cold water to the subsequent system at a
required pressure and flow rate. To obtain the desired functionality,
the following valve settings are used which corresponds to nominal
operation in our experiments:

1 BV1, BV2, BV3, BV8, BV9, BV10: open;
2 All remaining BV valves closed;
3 BFV and GV manipulated for control.

4.1.2. Valve subsystem
The valve subsystem consists of valves and connecting tubing.

This part of the system is also realized through the MCM  test
bed. The butterfly valve (BFV) and the glove valve (GV) function
are used to modify the cooling water flow rate to the reactor
subsystem, which is computer simulated. Hence, in reality, the
flow is sent back to the MCM  test bed reservoir (TANK). Thus, in the
physical HiL experiment setup, the heat exchanger and condenser
are not actually installed but modeled and the water is sent to

a reservoir tank, replacing the condenser. We  mention that the
BFV is operated by means of two digital channels, respectively, for
opening and closing of the valve. The corresponding signals are set
by means of the developed GUI program. The GV is provided with
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These parameters can be computed as in [36,37]. For simulation
Fig. 7. The simulated CSTR reactor (taken from [37]).

 manufacturer-provided feedback controller which brings the
alve position to a commanded setpoint. This setpoint is provided
y means of the developed GUI program.

.1.3. Reactor subsystem
For the reactor system, the model used by [36] is used. The major

ssumptions are that the reactor is a continuously stirred tank reac-
or (CSTR, perfect mixing) and converts a chemical species A to

 chemical species B in a non-reversible manner. This reaction is
xothermic and thus it is necessary to control the temperature to

revent unstable operation. This is done by means of running cool-

ng water through a heat exchanging coil placed inside the reactor.
ig. 7 shows a scheme of the reactor.

Fig. 8. BBN for the monitor
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The equations are as follows:

Ċa = q

V
(Ca0 − Ca) − a0Ca exp

(
−E

RṪa

)
(4.1)

Ṫa = q

V
(Tf − Ta) + a1Ca exp

(
−E

RṪa

)

+ a3qc

(
1 − exp

(−a2

qc

))
(Tcf − Ta), (4.2)

where Ca and Ta are the concentration of species A and the tem-
perature in the reactor tank, which are the two  model states. The
feed flow does not contain component B but contains component
A, whose concentration is given by Ca0. The system is manipulated
with the coolant flow rate, qc, and the cooling water temperature,
Tcf, both taken as measurements from the actual MCM  test bed. See
Section 5.2 for details. In [36], q (reactor feed flow rate), V (reac-
tor volume) and, Tf (feed temperature) are given and fixed. This
remains the same here for simulation in conjunction with the MCM
test bed, except that an on/off control switch is considered to switch
the feed flow on and off (via A4 in Fig. 5). This is used as a last resort
to maintain safety. Without such a safety measure, the exothermic
nature of the chemical reaction can lead to a run-away reaction
which can further lead to dangerous temperature and pressure lev-
els, in turn leading to reactor explosion. Note this on/off switch
affects the reactor feed flow rate only and not the cooling flow rate.
Finally, a1, a2 and a3 are fixed parameters of the model that quantify
the stoichiometry, heat production and heat transfer, respectively.
purposes, the variables q, V, Tf and parameters a1, a2, and a3 are set
so that a cooling flow of 250 gpm will result in a change in cooling
water temperature of about 20K (∼36 F).

ed plant considered.
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Table 1
List of sensors with their attributes.

Index Sensor label Location Real/virtual Source signal Variable type

1 TempL1 1 L1 Real TT2 Temperature
2  TempL1 2 L1 Virtual Sensing simulator Temperature
3  FlowL1 1 L5 Virtual Sensing simulator Flow rate
4  FlowL1 2 L5 Virtual Sensing simulator Flow rate
5  PresL1 1 L1 Real PT2 Pressure
6  PresL1 2 L1 Virtual Sensing simulator Pressure
7  BFVpos 1 L2 Real ZT Position
8  BFVpos 2 L2 Virtual Sensing simulator Position
9  PresL3 1 L3 Real PT1 Pressure

10  PresL3 1 L3 Virtual Sensing simulator Pressure
11  TempL3 1 L3 Real TT1 Temperature
12  TempL3 2 L3 Virtual Sensing simulator Temperature
13  GVpos 1 L4 Real GV Position
14  GVpos 2 L4 Virtual Sensing simulator Position
15  FlowL5 1 L5 Real FT Flow rate
16  FlowL5 2 L5 Virtual Sensing simulator Flow rate
17  FlowL6 1 L6 Virtual Sensing simulator Flow rate
18  FlowL6 2 L6 Virtual Sensing simulator Flow rate
19  ConcL6 1 L6 Virtual Sensing simulator Concentration
20  ConcL6 2 L6 Virtual Sensing simulator Concentration
21  TempL6 1 L6 Virtual Sensing simulator Temperature
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22  TempL6 2 L6 

23  TempL7 1 L7 

24  TempL7 2 L7 

.1.4. Instrumentation
Table 1 indicates the sensors placed in the monitored system,

ogether with their attributes, namely: location; whether they are
ctually present in the MCM  test bed or whether they are virtual
ensors; what their source signal is; and the type of process vari-
ble they measure. In the simulated system, each process variable
onsidered is assumed to be measured twice. In the case an actual
ensor is available, this means that a second, virtual sensor is placed
n the same pod. In the other case, both sensors are virtual. All vir-
ual sensors have emulation as their source, which is implemented
n the sensing simulator module as explained in Section 5.2. In total,
2 × 2 =24 sensors are available.

Table 2 indicates the actuators placed in the monitored system
ogether with their attributes, namely: location; whether they are
ctually present in the MCM  test bed or whether they are virtual
ctuators; and the target channel of the actuator signal. The four
ontrol signals are labeled A1 to A4 as in Fig. 5 and correspond to the
FV controlling channels DO:open and DO:close; the GV setpoint
ignal (AO: glove valve); and the reactor feed flow, respectively.

.2. BBN for monitored plant

Fig. 8 illustrates the BBN modeling the causal relations among
he process variables in the monitored plant. This BBN is used in the
eCAM system plant assessment layer to assess the overall health
f the plant.

The node “Plant” represents the overall health of the plant,
hich can be normal, degrading, or down. As described in Sec-
ion 3.2.3, when the entropy of the probability distribution of this
ode decreases below a user specified decision threshold, a defi-
ite decision about the overall health of the plant is made and the
BN is reset. Likewise, the nodes “Cold Water Supply Subsystem,”

able 2
ist of actuators with their attributes.

Index Actuator label Location Real/virtual Target

1 A1 L2 Real Channel: DO:open
2  A2 L2 Real Channel: DO:close
3  A3 L4 Real Channel: GV
4  A4 L6 Virtual Reactor simulator module
rtual Sensing simulator Temperature
rtual Sensing simulator Temperature
rtual Sensing simulator Temperature

“Valve Subsystem,” and “Reactor Subsystem,” represent the health
of the cold water supply, valve, and reactor subsystems, respec-
tively, while the nodes “BFV Component” and “GV component”
represent the health of the BFV and GV, respectively. The two
nodes “BFVfault” and “GVfault” are added to accommodate for
the health assessments from the Kalman filter-based methods
described in Section 3.3. The other nodes, except for “BFVres” and
“GVres,” represent the measured process variables, each measured
by two sensors described in Table 1. The nodes “BFVres” and
“GVres” represent two  additional variables that are differences
between the measured BFV and GV positions and their respec-
tive setpoints. These variables provide information on whether the
valves are being controlled as desired. Probability distribution esti-
mates of these two variables are calculated in the usual way as
described in Section 3.2.2 using the valve position sensor DQs (i.e.,
the DQs of BFVpos 1, BFVpos 2, GVpos 1, GVpos 2). Note that the
four root nodes of this BBN are “Cold Water Supply Subsystem,”
“BFV Component,” “GV component,” and “Reactor Subsystem.”
Hence, when resetting the BBN, each possible state of these nodes
is accordingly assigned with equal probability.

4.3. Supervisory control

The next sections describe the control strategies designed for
the ReMAC system. The supervisory controller, which selects the
best regulatory controller given plant health assessments, is first
described, followed by the particular candidate regulatory control
strategies.

4.3.1. Supervisory control
The supervisory controller is implemented as a state machine, in

which the states represent the active control strategies (CTRL1–5)
and state transitions represent the switches between them. The
structure of such state machines can be represented in a gen-
eral fashion by means a directed bipartite graph, where the nodes
are the states (controllers) and the events (transitions). The states
are tied to the corresponding controllers. The events are triggered

based on inputs from the Kalman filter-based methods and the
ReCAM system. Fig. 9 shows a supervisory controller, in which a
move from one control configuration to the next does not allow a
return to the previous control configuration.
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Fig. 9. State machine implementation of supervisory controller.

The underlying idea is that there are no tools considered

vailable within the foreseen tests that would enable to fix the
ncountered problems (e.g. BFV blocking cannot be fixed). Hence,
his supervisory controller structure is effective to showcase the
enefits of using a ReMAC system with a control system that can

Fig. 10. Candidate regulato
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only degrade. Although Fig. 9 shows the fully automated supervi-
sory controller decision process, in the performed experiments, it
remained possible for the human operator to reset the supervisory
controller by returning its state to the CTRL1 state while simul-
taneously also resetting the Kalman filter and diagnosis modules.
This allows repeated experimentation in case of erroneous diag-
nostic results, possibly due to the stochastic characteristics in the
monitored process or sensor signals. The transitions between con-
trol configuration are controlled by two  sources of information.
The first source of information is the Kalman filter-based meth-
ods. In the case that this module indicates that the BFV and/or GV
valve is blocking, the appropriate transition is made, depending

on the current state. This affects transitions between configuration
CTRL1–CTRL4. The second source of information is the plant assess-
ment based on the ReCAM system. If the plant is considered to be in
a bad condition as a whole for a given assessment (e.g., if the system

ry control strategies.
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s down), then a transition is made. The first time this happens, this
s from CTRL1, CTRL2 or CTRL3 to CTRL4. If the bad condition per-
ists, then the state machine switches from CTRL4 to CTRL5, thus
eading to shutdown of the plant. The underlying idea is that at this
oint it has become impossible to maintain safe plant operation
e.g., preventing reactor explosion) without shutting it down.

.3.2. Regulatory controls
The following candidate regulatory control strategies, shown in

ig. 10, account for different possible conditions as assessed by the
alman filter-based methods and the ReCAM system. The first strat-
gy (Fig. 10(a)) is the default and assumes complete functionality of
he monitored system. The second to fifth strategies (Fig. 10(b)–(e))
ssumes that one or more components in the system are failing or
aulty.

Reactor temperature control via BFV and GV (CTRL1; default):
his control configuration is used in normal operations. It consists
f the cascade control structure shown in Fig. 10(a). The objective
f this controller is to maintain the reactor temperature at a safe
etpoint in an efficient manner (i.e. limiting the amount of valve
osition changes). The outer loop sets the flow rate setpoint so to
aintain the temperature in the reactor at the given setpoint using

 proportional-integral (PI) controller, shown as block “PI FlowSP.”
he inner loop controls the valve positions to obtain the desired
ow rate setpoint as given by the outer loop. Both valves are used
o accomplish this. Subject to severe hysteresis, the BFV is set to a
alue which guarantees a 10% higher flow than the setpoint. This is
ased on a piecewise linear regression curve which upper bounds
he already established hysteresis curve, shown as block “Regres-
ion BFV.” There are two actual signals, A1 and A2, to be sent. While
1 gives BFV the open command, A2 gives the close command.
hese signals are sent to a control signal router, which routes them
o the appropriate locations in Fig. 5. The BFV setpoint is compared
o the available BFV position estimate from the Kalman filter and
1 and A2 are adjusted accordingly (Close/Open BFV). The BFV con-
roller is responsible for tracking the flow rate setpoint to a large
xtent but not for disturbance rejection. The GV valve is used for
egulating the cooling flow rate to setpoint precisely by means of

 PI controller, shown as block “PI – GV.” The resulting GV control
ignal, A3, is sent to the control signal router, which routes them
o the appropriate locations in Fig. 5. This PI controller is used for
racking the setpoint as well as disturbance rejection. Finally, the
eactor feed flow rate, which is not used for control, is fixed to its
ominal rate and sent without modification to the control signal
outer in the simulated system.

Reactor temperature control via GV only (CTRL2): This con-
rol configuration is used when the BFV is not available for control
ecause (1) the BFV sensor signal is not available and/or (2) the
FV valve is blocked. The objective of this controller is to maintain
he reactor temperature at a safe setpoint by limiting the amount
f valve position changes for the GV. The default control strategy
CTRL1) is modified as follows to obtain this strategy, shown in
ig. 10(b). The BFV regression-based control element is removed
nd replaced by ordering BFV to open to maximal range. In the case
hat the BFV unavailability is due to a sensor malfunction, maximal
angeability for GV is obtained since the BFV will not limit the flow.
n the case the BFV valve is blocked, this has no effect. However,
ince it is not necessarily known which one is the case, opening the
FV is the best available control action. All other elements are struc-
urally the same. Parametrically, a more aggressive tuning is used
or PI – GV element because this PI controller is now responsible
or both flow rate setpoint tracking and disturbance rejection.
Reactor temperature control via BFV only (CTRL3): This con-
rol configuration is used when the GV is not available for control
ecause (1) the GV sensor signal is not available and/or (2) the GV is
locked. The objective of this controller is to maintain the reactor
 Control 24 (2014) 621–639

temperature at a safe setpoint or a lower setpoint by setting the
BFV position. The default control strategy (CTRL1) is modified as
follows to obtain this strategy, shown in Fig. 10(c). The GV PI con-
trol element is removed and replaced by ordering the GV to open
to maximal range (100%). In the case that the GV unavailability
is due to a sensor malfunction, maximal rangeability for the BFV
valve is obtained in this case since the GV will not limit the flow.
In the case the GV is blocked, this has no effect. However, since it
is not necessarily known which one is the case, opening the GV is
the best available control action. All other elements are structurally
and parametrically the same. Hence, the flow rate will generally be
higher than desired because the BFV regression element is conser-
vative in the sense that it provides a higher flow than the setpoint
by design.

Maximize heat transfer (CTRL4): This control configuration is
used when (1) neither BFV or GV are available for control or (2) the
reactor temperature is dangerously high so that maximum heat
transfer is required. The objective of this controller is to maintain
the reactor temperature at a minimal level in the scenarios that (1)
both valves are unavailable or (2) configurations CTRL1 to CTRL3
do not lead to effective satisfaction of the setpoint requirements
for the reactor temperature. The first scenario results when:

• the BFV sensor signal is not available and/or the BFV is blocked;
and

• the GV sensor signal is not available and/or the GV is blocked.

The second scenario results from an increase in the feed flow
rate or from a reduced heat exchange capacity. The latter, in turn,
may  be due to pipe congestion. The default control strategy (CTRL1)
is modified as follows to obtain this strategy, shown in Fig. 10(d).
The BFV regression-based control element is removed and replaced
by ordering the BFV to open to maximal range. Similarly, the “GV
PI” control element is removed and replaced by ordering the GV  to
open to maximal range (100%). All other elements are removed.

Shut-down operation (CTRL5): This control configuration is the
configuration used as a last resort to maintain safety. The objective
is to prevent explosion of the reactor. It is used when the CTRL4
configuration is used and still leads to insufficient heat transfer
capacity. It is a simple modification of CTRL4 in the sense that the
reactor feed flow rate is forced to be zero. Fig. 10(e) shows the
corresponding scheme.

5. Implementation

In this section, we describe software implementation of the
developed ReMAC system and simulations of the monitored plant
considered.

5.1. Software implementation of ReMAC system

An overview of the software implementation of the developed
ReMAC system in connection to the monitored plant considered
is shown in Fig. 11. In particular, the ReCAM system architecture,
shown in Fig. 1, is implemented in Matlab and the Bayesian belief
network used by the ReCAM system for plant assessments shown
in Fig. 8 is implemented in the software Netica, where JAVA API is
used to establish connection between Netica and Matlab.

As the cold water supply and valve subsystems of the moni-
tored plant are implemented by the MCM  testbed, a data acquisition
interface is used to communicate data to and from the MCM  testbed.

The reactor subsystem of the monitored plant is implemented in
LabVIEW using signal data from the MCM  testbed for Eq. (4.1).
Moreover, a graphical user interface (GUI) is also implemented in
LabVIEW. Fig. 12 shows a snapshot of part of this GUI.
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This GUI interface allows operators to set simulation scenar-
os such as physical anomalies and cyber attacks considered and
isplays results such as current component and systems-centric
onitoring results, the state of the supervisory controller (i.e., the

urrent regulatory control used), and various process variable val-
es. In addition, implementations in LabVIEW include routines that
oute control signals to appropriate actuator locations and that
lter sensor signals in accordance to ReCAM system sensor selec-
ions. Communications between implementations in LabVIEW and

atlab is achieved through the LabVIEW Matlab script.

.2. Monitored plant simulation

This section describes how the monitored plant is simulated in

n HiL experimental implementation as illustrated in Fig. 13.

In the following description, the normal (no faults) information
ow is described, while in Section 6.1, the faults and their real-

zations are explained. At the right side of Fig. 13, all the control

Fig. 12. GUI develop
tem in connection to the monitored plant.

signals from regulatory control are routed to the data logging. The
same control signals are split into the signals A1 to A3, which are
sent to the data acquisition (DAQ) system to further send them to
the actual MCM  test bed. In contrast, A4 (reactor feed) is sent to the
reactor simulator. All the sensor signals are sent to a sensing simu-
lator, which is used to create the virtual sensor signals in addition
to the real sensor signals. The sensor signals FT (flow rate) and TT2
(temperature) are sent directly to the reactor simulator from the
DAQ system and mapped to the variables qc (cooling flow rate) and
Tcf (cooling flow temp.) for simulation. While sensor signals FT and
TT2 are subject to measurement noise and thus do not reflect the
true states in the MCM  test bed, they are used without modification
for simulation purposes, thus simulating process disturbances in
the reactor and adding more realism to the reactor simulation. The

reactor simulator provides the true (no measurement noise added)
values for q, Ca, Ta (i.e., the feed flow rate, concentration of species
A, and reactor temperature, respectively) following Eq. (4.1). These
are sent to a data logger module as well as to the sensing simulator.

ed for ReMAC.
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Fig. 13. Simulation of the monitor

The sensing simulator is used to create the additional sensor
ignals necessary for the virtual sensors listed in Table 1. The result-
ng signals are sent to a data logger and to the sensor selector (see
elow). Within the sensing simulator, the following three different
ases are recognized:

Case 1: a real sensor exists (signals from DAQ system). In this case,
the original real signal is kept as is and the second signal is created
by adding additional noise amounting to 5% of the noise variance
in the original signal.
Case 2: signals from reactor simulator. In this case, independent
noise with a standard deviation of 1% of the nominal value is added
to the true, simulated signal to obtain two virtual sensors.
Case 3: a copy signal from another sensor. In this case, an additional
sensor based on a measurement on another location is emulated
by copying the original signal and adding 5% of the noise variance
in the copied signal. Specifically, this is done to obtain the FlowL1 1
and FlowL1 2 measurements (copy of real signal FlowL5 1) and for
TempL7 1 and TempL7 2 measurements (copy of TempL6 1 and
TempL6 2).

The signals generated above are sent to the data logger and to
ata selection. This last module practically implements the sensor
election strategy by replacing the sensor signal in those sensors
ot selected by a code value specifying a not measured quantity.

. Results

.1. Fault and failure scenarios

.1.1. Physical anomalies/attacks
The following physical anomalies/attacks (faults and failures)
re considered for evaluation of the developed ReMAC system.
Physical Anomaly/Attack #1: BFV blocked (failure): This is

rtificially introduced by suppressing the digital control signals, no
atter what the regulatory control modules provides as a signal.
nt with the physical MCM  testbed.

This fault is introduced by a module between the control signal
router block and the DAQ system (Fig. 13). In mathematical terms:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

A1faulty(t) = A1normal(t) t < tf

A1faulty(t) = 0 t≥tf ,

A2faulty(t) = A2normal(t) t < tf ,

A2faulty(t) = 0 t≥tf ,

(6.1)

where tf is the start time of the fault. Initially, this fault may not
result in any symptoms as the system may  be functioning in steady
state. If the setpoint for the reactor temperature is higher than the
current temperature, then the controller will command the valve
to open. Since this cannot happen, the valve position, pressure drop
over the BFV, and flow rate will not increase as expected. Further-
more, the reactor temperature and exit cooling water temperature
may  further increase to dangerous levels.

Physical Anomaly/Attack #2: GV blocked (failure): This is arti-
ficially introduced by keeping the GV setpoint constant, no matter
what the regulatory control modules provides as a signal. This fault
is introduced by a module between the control signal router block
and the DAQ system (Fig. 13). In mathematical terms:{

A3faulty(t) = A3normal(t) t < tf ,

A3faulty(t) = A3normal(t) t≥tf ,
(6.2)

where tf is the start time of the fault. Initially, this fault may not
result in any symptoms as the system may  be functioning in steady
state. If the setpoint for the reactor temperature is higher than the
current temperature, then the controller will command the valve
to open. Since this cannot happen, the valve position, pressure drop
over the BFV, and flow rate will not increase as expected. Further-

more, the reactor temperature and exit cooling water temperature
may  further increase to dangerous levels.

Physical Anomaly/Attack #3: Pipe congestion (fault): A partial
congestion of the pipes is artificially introduced by linearly reducing
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he GV range down to a fraction R (e.g., 20%) of its range in a timer
eriod �t  by modifying the GV setpoint as follows.

A3faulty(t) = A3normal(t) t < tf

A3faulty(t) = A3normal(t)
(

1 − (1 − R) min
(( t − tf

�t

)
, 1

))
t≥tf

(6.3

ith tf the start time of the fault. The parameters R and �t  are
ntroduced via the GUI. This part of the fault is introduced by a

odule between the control signal router block and the DAQ sys-
em. Simultaneously, the GV position measurements are magnified
up to 400%) as follows:

GVfault = GVtrue t < tf

GVfault = GVtrue/
(

1 − (1 − R) min
(( t − tf

�t

)
, 1

))
t≥tf

(6.4)

his part of the fault is introduced by a module between the control
ignal router block and the DAQ system. By simultaneous modifi-
ation of both the GV setpoint and measurement, the cool water

ow appears to be smaller than that in normal settings (i.e., with-
ut the simultaneous modifications) for a measured GV position.
s a result, this artificially introduces a partial congestion of the
ipes. For realism, care needs to be taken that the absolute rate
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Fig. 15. Health of butterfly and glove valves in
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ent of overall plant health for Scenario 1.

(percentage/second) by which the setpoint changes is smaller than
the speed of GV motor.

Physical Anomaly/Attack #4: Extreme feed flow (fault):  A
problem in the reactor system is simulated as follows. The feed
flow rate is increased up to a multiple, M (e.g., 200%), of its nor-
mal  level, leading to extra heat production, which is hard to cool
down. To this end, the feed flow rate used for reactor is modified
as follows:

qfault = qM, (6.5)

where q is fixed and internal to the model, and M is the multiple
provided via the GUI.

6.1.2. Cyber attacks
Cyber attacks that compromise sensor measurements are con-

sidered. In particular, measurements of attacked sensors are
modified so that they provide readings, which make the system
condition seem worse than it actually is. As high temperatures,
pressures, and flow rates are typically to be avoided, considered
cyber attacks add positive bias to sensor readings. Moreover, cyber
attacks are also considered that modify position measurement of
BFV and GV so that they are viewed to be saturated (e.g., a bias pos-
itive value which makes the signal close to or over the maximum

opening value).

DQs quantifying trustworthiness of sensor data are assigned by
a watched dog system mentioned in Section 2. The value of DQ is a
number in [0, 1], where 0 indicates the sensors data is worthless and
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 indicates that the sensor data is trustworthy. In our experiments,
Qs of data from sensors that are attacked are assigned to 0.1, while
ata from those that are not attacked are assigned to 0.95.

.2. Scenarios

Three scenarios are considered for experimental HiL verification

f the developed ReMAC system:

Scenario 1: The experimental trail is conducted for 700 s, dur-
ng which neither physical anomalies nor cyber attacks occur. The
urpose of this scenario is to verify that the developed ReMAC
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 health, and reactor subsystem health under Scenario 2.

system makes correct assessments when the monitored system is
normal.

Scenario 2: The experimental trail is conducted for 900 s, where
an abnormal increase in reactor feed (i.e., Physical Anomaly/Attack
#4 in Section 6.1.1) occurs at time 367 (M changes from 0.25 to 4
in (6.5)). However, there are no cyber attacks. The purpose of this
scenario is to verify that the developed ReMAC system makes cor-

rect assessments when a physical anomaly occurs in the monitored
system.

Scenario 3: The experimental trail is conducted for 1700 s,
where pipe congestion (i.e., Physical Anomaly/Attack #3 in
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ection 6.1.1) starts to occur with R = 60% and �t  = 300 in (6.3) and
6.4) at time 85. Moreover, cyber attacks on sensors are conducted
t around time 900. In particular, sensor GVpos 1 incorrectly shows

hat GV is stuck, while sensors Temp1 1, Temp1 2, Pres1 1, and
res1 2 incorrectly show high temperatures and pressures. The
urpose of this scenario is to verify that the developed ReMAC
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th, and cold water supply subsystem health under Scenario 3.

system makes correct assessments when a physical anomaly occurs
in the monitored system and sensors are attacked.

Moreover, we  mention that the (user-defined) desired deci-

sion period described in Section 3.2.4 is 350, 250, and 150 s when
(definite) physical health assessments of the system (described
in Section 3.2.3) is normal, degrading, or down, respectively.
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oreover, definite decisions of the monitored system health is
ade when assessment entropy decreases below the threshold 0.6.

.3. Experiment results

This section describes results for the three scenarios described
bove.

Scenario 1: Fig. 14(a) shows the plant assessment entropy from
he ReCAM system described in Section 3.2.3. In particular, ReCAM

akes a definite assessment of the overall plant when the plant or
hysical health assessment entropy decreases below the threshold
.6 and subsequently resets the BBN. Whenever the ReCAM sys-
em makes a (definite) assessment of the overall monitored plant,
his assessment is kept until the next (definite) assessment. The
aw-tooth behavior of the plant assessment entropy arises from
he fact that, after the BBN is reset and as sensor observations are
athered, the ReCAM system first reverses its initial belief of the
lant (entropy increase) and then converges toward an assessment
onsistent with the sensor observations (entropy decrease). With
ormal, degrading, and down assessments corresponding to the
umbers 1, 2, and 3, respectively, Fig. 14(b) illustrates the (definite)
ssessment of the overall monitored plant by the ReCAM system
ith the assumption that the system is normal at start. We  note that

he monitored system health is correctly being assessed as normal
i.e., 1) throughout the experiment. By inspecting Fig. 14(a), we also
ote that the decision periods (i.e., time periods between definite
ssessments of the system or resettings of the BBN) are roughly
50 s as desired. Fig. 15(a) and (b) illustrates the probability distri-
utions of the BFV and GV health calculated by Kalman filter-based
iagnostic methods. As these valves are not blocked, the probabil-

ties of these two valves being healthy are quite high throughout
his experimental trail.

Scenario 2: Fig. 16(a) shows the plant assessment entropy
rom the ReCAM system, while Fig. 16(b) illustrates the (defi-
ite) assessment of the overall monitored plant by the ReCAM
ystem with the assumption that the system is normal at start.
he reason of the saw-tooth behavior in Fig. 16(a) is the same
s one for Fig. 14(a). We  note that the monitored system
ealth is correctly being assessed as degrading (i.e., 2) at time
99, which is the first definite decision made after Physical
nomaly/Attack #4 occurred. By inspecting Fig. 16(a), we also note

hat, as desired, the decision periods are roughly 350 and 250 s,
espectively, before and after the system is determined to be
egrading. As a further illustration, Fig. 16(c) shows the assess-
ents of the reactor subsystem, which is correctly determined to

e degrading at time 699. Moreover, as the supervisory control
s turned off for this particular experimental trial, no actions are
aken to address the reported health assessments. Hence, the sit-
ation worsens and the reactor subsystem is assessed to be down
t the next (definite) decision (time 943). Fig. 17(a) and (b) illus-
rates the probability distributions of the butterfly and glove valve
ealth calculated by Kalman filter-based diagnostic methods. As
hese valves are not blocked, the probabilities of these two  valves
eing healthy are quite high throughout the experimental trail.
owever, at around time 750, these probabilities decreased a little
it due to a slight mismatch between the assumed model and mea-
urement. This phenomenon is also observed in Scenario 3 (Fig. 19)
nd described in detail there.

Scenario 3: Fig. 18(a) shows the plant assessment entropy from
he ReCAM system, while Fig. 18(b) illustrates the (definite) assess-

ent of the overall monitored plant by the ReCAM system with the
ssumption that the system is normal at start. As the parameters

hosen here for Physical Anomaly/Attack #3 indicates that the pipe
ongests slowly, the monitored system health is correctly being
ssessed as degrading (i.e., 2) at time 1415, which is the 4th definite
ecision made after the pipe starts to congest. We  also note that,
time

Fig. 20. State of supervisory controller.

as desired, the decision periods are roughly 350 and 250 s, respec-
tively, before and after the system is determined to be degrading.
Furthermore, as pipe congestion causes decreased cool water flow,
Fig. 18(c) shows that the cold water supply subsystem is deter-
mined to be degrading at time 1415. Fig. 19(a) and (b) illustrates
the probability distributions of the butterfly and glove valve health
calculated by Kalman filter-based diagnostic methods. Note that,
after cyber attacks on the sensors are introduced around time 900,
the probability that the GV is down becomes (incorrectly) high. The
reason for this observation is that Kalman filter-based assessments
do not utilize sensor DQs and are prone to mistakes when cyber
attacks are conducted. However, as inspection indicates that the
GV is normal, we  reset the Kalman filter-based assessment algo-
rithm around time 969, causing the probability of the glove valve
normal to be high. Cyber attacks on the sensors do not effect on
the definite decisions made by the ReCAM system regarding the
overall plant health as sensor DQs are taken into account here. We
note that in Fig. 19, the probabilities to be in a degraded condi-
tion for BFV and GV both became high around time 1500. In both
cases, mismatch between model and measurement is considered
the root cause of the diagnoses. In the case of BFV, a short-time
opening signal, expected to open the valve, did not result in such
opening due to valve backlash. While the model used in the Kalman
filter includes backlash as a phenomenon, the associated backlash
parameter is not always accurate. In the case of the GV, the actual
measurement of the valve position hovered around 100.2% as a rel-
ative measure of opening, which is higher than the saturation level
(100%) assumed in the model. Fig. 20 shows that the supervisory
control correctly switches to CTRL4 (i.e., maximize heat transfer by
opening BFV and GV to their maximum) after the system is deter-
mined to be degrading. The temporary switch to CTRL3 at time 917
is due to the incorrect assessment that the glove valve is blocked
from the Kalman filter-based algorithm. The supervisor is switched
back to CTRL1 when the Kalman filter-based algorithm is reset.

7. Conclusion and future work

This paper experimentally demonstrated in an HiL configuration
a ReMAC system that integrates previously developed systems- and
component-centric monitoring algorithms with a supervisory con-
troller, which selects, from a set of candidates, the best controller

based on the current plant health assessments. The implemented
ReMAC system is demonstrated on a chemical reactor with a water
cooling system, where the reactor is computer simulated and the
water cooling system is implemented by a MCM  testbed at INL.
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esults showed that the ReMAC system is able to make correct plant
nd component health assessments despite sensor malfunction-
ng/attacks and make decisions that achieve best control actions
espite possible actuator malfunctioning/attacks. However, it is
bserved that erroneous diagnosis results may  be reported by
omponent-centric (Kalman filter-based) monitoring algorithms
ue to mismatch between assumed system component models
nd actual measurements. In addition to the above noted issue on
alman filter-based algorithms, we mention other challenges to be

ully analyzed and addressed in the future that are critical to the
uccess of deploying a ReMAC system:

. A ReMAC system requires redundancy in sensors. However, we
note that this is common in, e.g., nuclear power plants.

. The sensor signals need to provide“sufficient symptoms” for all
considered process faults failures.

. Component-centric fault diagnosis is restricted in the sense that
only one fault can appear in one device at a single time.

. Identifying the relationships among process variables and sys-
tem conditions for constructing the BBN can be challenging.
Moreover, once the structure of the BBN is determined, identify-
ing the correct conditional probabilities characterizing relations
among nodes in the BBN may  also be challenging.

. Since the BBN cannot contain cycles, it cannot include feed-
back loops which are commonplace in engineered systems. As
such, the BBN approach might fail if these feedback loops lead to
strongly coupled variables and the resulting relationship is not
captured well by the BBN.

Besides the above challenges, future work also includes extend-
ng the developed ReMAC system to applications in power grid

onitoring and protection.
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