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Modern living is more and more dependent on the intricate web of critical infrastructure systems. The failure or damage of such 
systems can cause huge disruptions. Traditional design of this web of critical infrastructure systems was based on the principles of 
functionality and reliability. However, it is increasingly being realized that such design objectives are not sufficient. Threats, 
disruptions and faults often compromise the network, taking away the benefits of an efficient and reliable design. Thus, traditional 
network design parameters must be combined with self-healing mechanisms to obtain a resilient design of the network.

As part of the Complex Networks Project at Purdue University in collaboration with Idaho National Labs, our goal is to develop a 
resilient network design environment (RNEDE) that not only optimizes the network for performance but tolerates fluctuations in its 
structure that result from external threats and disruptions. To incorporate auto-tolerance, the environment efficiently evaluates a set 
of remedial actions that can bring a compromised network to an optimal level of functionality. The objective is to deliver such an 
environment to system administrators who regularly need an understanding of the current state of the network and need efficient 
and remedial solutions. The environment helps the network administrator to answer critical questions, such as:

� Which remedial action must be taken?

� Where in the current network remedial actions should be taken?

� Whether remedial actions are even worth taking?

The design of such an environment, however, can be a challenging task. Disruptions in the network, more often than not are 
unpredictable in nature, i.e., it is difficult to ascertain what kind of disruption may arise and thus which component will fail next. Even 
if the disruption is known, the space of remedial actions is often very large and the system needs to choose the most cost efficient 
remedial action. Further, it is important that the remedial action leads to a network structure that is optimal in that it
maximizes/minimizes the objective function. It may be equally possible that no remedial action is taken.

The environment will act as a guide for the network administrator to replay various threat scenarios and thus design and maintain 
resources for remedial measures in a proactive manner. The environment will consist of an Optimizer and a Decision-controller, 
which when subject to a series of disruptions determines a topology that achieves the functionality of the network and determine 
cost-efficient remedial measures. The combined process of optimization and decision making is iterative in that a different network 
emerges as the system undergoes a sequence of threats. To facilitate ease of use, the framework is coupled with a Visualizer that 
allows the network administrator to continuously visualize the topology as it undergoes iteration. Figure 1 shows the architecture of 
RNEDE. The system administrator can play several disruption scenarios such as viral, targeted, and random to understand how to 
build self-tolerance within a network.

So far network theory has largely been limited to the topological analysis of existing or emergent complex networks, such as 
discovering the power law degree distribution [1] and the small-world phenomena [2]. The inverse operation, laws and principles 
that govern the design and operation of complex networks has only been explored recently [3,4,5]. In communication networks, 
dynamic organization of the network under changing communication patterns has also received significant attention [6,7]. In this 
project, we are exploring an orthogonal aspect of dynamic self-organization, i.e., understand how a self-organization of the 
topological structure in a network can aid in overcoming various threats and disruptions. In our presentation, we will present the 
details of this system and discuss some case studies.
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